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# Introduction

1. The Australian Human Rights Commission (Commission) welcomes the opportunity to make this submission to the Senate Legal and Constitutional Affairs Committee (Committee) in response to its [request for submissions on the Criminal Code Amendment (Deepfake Sexual Material) Bill 2024 [Provisions] (Bill).](https://www.aph.gov.au/Parliamentary_Business/Committees/Senate/Legal_and_Constitutional_Affairs/Deepfake)
2. The role of the Commission is to work towards a world in which human rights are respected, protected, and fulfilled. The Commission welcomes further opportunities to engage with the Committee on the Bill.

# Deepfake sexual material

1. This submission defines ‘deepfakes’ as:

A digital photo, video or sound file of a real person that has been edited to create an extremely realistic but false depiction of them doing or saying something that they did not actually do or say.[[1]](#endnote-2)

1. ‘Deepfake sexual material’, sometimes known as ‘deepfake pornography’, or a form of ‘intimate image or video’ refers to deepfakes that are sexual in nature. Such content may show or appear to show an individual naked or partially naked, their genitals or anal region, or engaging in sexual activity.[[2]](#endnote-3)
2. These materials are often created using tools and artificial intelligence (AI) which can ‘seamlessly blend the facial features of unsuspecting individuals onto explicit images or videos’, making it difficult to detect editing and manipulation.[[3]](#endnote-4)
3. Technologies that are designed for, or can be used for, the creation of deepfake sexual material are developing rapidly. For example, several digital applications can edit images to remove an individual’s clothes and create fake nude images.[[4]](#endnote-5)
4. Generative AI can also be used to create credible deepfakes through just [one image](https://www.wired.com/story/deepfakes-getting-better-theyre-easy-spot/?mbid=synd_digg) or even [words alone](https://www.youtube.com/watch?v=HK6y8DAPN_0). The United Nations Office of the High Commissioner for Human Rights (OHCHR) and Australia’s eSafety Commissioner (amongst others) have already expressed concern about the potential use of generative AI to create non-consensual sexualised content. [[5]](#endnote-6)
5. Importantly, these materials are most often created and distributed without the consent of the individual depicted.[[6]](#endnote-7)

# Harms

1. Deepfake sexual materials can be used to humiliate, extort, or silence an individual, or for sexual gratification.[[7]](#endnote-8)
2. Women, girls, and gender diverse people are disproportionately targeted by such content.[[8]](#endnote-9) This includes politicians, celebrities and, increasingly, everyday people.[[9]](#endnote-10) A 2023 study found that women make up 99% of the individuals targeted in deepfake pornography.[[10]](#endnote-11)
3. Persons with disability, First Nations peoples, the LGBTIQA+ community, and younger people aged between 16–29 are also heavily targeted by deepfake sexual material.[[11]](#endnote-12)
4. While the research shows that these groups are heavily targeted, it should be acknowledged that the harm caused by deepfake sexual material is not limited to these groups but will be experienced by any individual who is targeted.
5. Deepfake sexual material can impact numerous human rights,[[12]](#endnote-13) including an individual’s right to privacy – a cornerstone human right. The right to privacy is protected under numerous international instruments, including the *International Covenant on Civil and Political Rights* (ICCPR) art 17, which provides that

No one shall be subjected to arbitrary or unlawful interference with his privacy, family, home or correspondence, nor to unlawful attacks on his honour and reputation.

Everyone has the right to the protection of the law against such interference or attacks.

1. Deepfake sexual material can utilise, without consent, an individual’s personal data, such as their personal image, and can lead to reputational damage and stigma, as well as affect personal and family relationships.
2. Further, deepfake sexual material can impact upon the right to security of a person, protected under Article 9 of the ICCPR, as such content can cause serious psychological and physical harm to individuals, [[13]](#endnote-14) and can lead to harassment, extortion, and threats to their life.[[14]](#endnote-15)
3. Deepfake sexual material can also impact upon an individual’s enjoyment of other rights, including the right to work, as such content can severely affect a person’s professional life and employment opportunities.[[15]](#endnote-16)

# The Criminal Code Amendment (Deepfake Sexual Material Bill)

1. While existing civil and criminal laws at the state and territory level go some way to addressing the harms of deepfake sexual materials, the existing legal framework has critical shortcomings.
2. The *Online Safety Act* 2021 (OS Act) for example provides civil penalties for the posting of non-consensual ‘intimate’ images, including images that have been altered.[[16]](#endnote-17) While an important avenue for redress for individuals affected by deepfake sexual content, the efficacy of civil penalties may be undercut by the costly nature of litigation, and in situations where perpetrators lack the resources to pay the penalties.[[17]](#endnote-18)
3. The OS Act also provides the eSafety Commissioner the power to issue removal notices for non-consensual intimate images, requiring content to be taken down within 24 hours.[[18]](#endnote-19) This is crucial to minimising the harm of deepfake sexual material. Promisingly, the eSafety Commissioner reports a 90 per cent success rate with takedown requests.[[19]](#endnote-20) However, this approach is reactive in nature and does not have the same deterrent effect on the creation or distribution of deepfake sexual material as a more proactive approach may have.
4. Criminal provisions also exist in Australian states and territories, but these are inconsistent – creating a patchwork of protections against deepfake sexual materials. For example, the distribution of deepfake sexual material may be captured under the laws that prohibit the distribution of intimate images where provisions include ‘altered’ images,[[20]](#endnote-21) but not all jurisdictions make this distinction.[[21]](#endnote-22)
5. The proposed Bill fills important gaps in the existing legal framework and is a key step towards ensuring that the law catches up with the developments in technology.
6. The details of the legislation, however, need to be carefully assessed to ensure there are no unintended consequences.

## Using a carriage service to transmit sexual material without consent

1. The scope of sexual material under the Bill, which includes material that ‘depicts, or appears to depict’ a person ‘engaging in a sexual pose or activity’ is less detailed than comparable provisions in the OS Act.[[22]](#endnote-23)
2. However, the Commission believes that the adoption of open terminology will allow the courts flexibility in their interpretation of what is considered ‘sexual’ – taking into account the context of an image, such as the cultural and religious background of the individual pictured.
3. The Commission supports the inclusion of section 474.17A(2) which clearly extends the scope of protection provided to material created or altered using technology, expressly identifies deepfakes as an example, and allows for the potential inclusion of other technologies such as Photoshop, and technologies that are yet to emerge.

## Aggravated offence - transmission of sexual material following certain civil penalty orders

1. The Commission notes that the proposed section 474.17AA(1)(b) of the Billrequires, in addition to the commission of the underlying offence, ‘3 or more civil penalty orders’ for applicable contraventions of the OS Act.
2. This raises the concern that individuals impacted by, for example, the non-consensual sharing of deepfake pornography, would need to be subject to the repeated harmful impacts of more than three acts, before the conduct could be considered ‘aggravated’ and subject to a higher penalty.
3. Considering the serious harms that can arise from the sharing of sexual material without consent, the Commission recommends the lowering of this threshold to where a person has already violated sections 75(1) or 91 of the OS Act just once. This will enhance the deterrent effects of both the provisions in the OS Act and the *Criminal Code 1995* (Cth) (Criminal Code).

**Recommendation 1: The Australian Government should amend the legislation to lower the threshold for an aggravated offence under section 474.17A(1)(b) from requiring three or more previous civil penalty orders, to requiring one or more previous civil penalty orders.**

## Aggravated offences – creation or alteration of transmitted sexual material without consent

1. The Commission commends the inclusion of proposed section s474.17AA(5), which makes it an offence for a person create and/or alter sexual material and transmit it without consent. This provision reflects recognition of the inherent harm in the creation and/or alteration of content such as non-consensual deepfake sexual material.
2. Notwithstanding this, the Bill does not create a standalone offence for the creation or alteration of sexual material in and of itself. Instead, the Bill requires transmission of such material for an offence to be made out.
3. Establishing a standalone offence would recognise the violation and harms to women and other targeted persons, in the very creation of non-consensual sexual material – including for solely personal purposes. The law can also lay a strong ‘foundation for education and cultural change’ on non-consensual deepfake sexual material.[[23]](#endnote-24)
4. The Commission recommends the additional creation of a separate offence for the creation or alteration of non-consensual sexual material. An example of this can be seen in section 51 of the *Crimes Act 1958* (Vic) regarding the production of child sexual abuse material, which states:

(1) A person (A) commits an offence if—

 (a) A intentionally produces material; and

(b) the material is child abuse material; and

(c) A knows that the material is, or probably is, child abuse material.

…

 (3) For the purposes of subsection (1), the ways in which material is produced may include—

 (a) filming, printing, photographing, recording, writing, drawing or otherwise generating material; or

 (b) altering or manipulating material; or

 (c) reproducing or copying material.

**Recommendation 2: The Australian Government should enact a standalone offence for the creation and/or alteration of sexual material without consent.**

1. In establishing a standalone offence, both the prohibition on retrospective criminal laws[[24]](#endnote-25) and the practical difficulties in establishing the date of offending in respect of the creation of material will need consideration.

## Penalties

1. The Commission supports the application of criminal penalties for offences under section 474.17A and 474.17AA of the Bill (maximum 6 and maximum 7 years imprisonment respectively).
2. These penalties are appropriately significant, reflecting the seriousness of offences, the severely detrimental impact they can have, and the deterrent effect against offending conduct.
3. The fact that these are maximum, not minimum, penalties also allows for judicial discretion in sentencing commensurate with the severity of the offence in question.
4. The Committee should give careful consideration to the potential application of these new offences to children, including those as young as 10, an issue which has been raised by Children’s Rights Commissioner Anne Hollonds.[[25]](#endnote-26) We note also the Attorney-General’s comment on this issue:

## …that’s going to be a matter for courts but by and large children are not gaoled in Australia. The police will obviously excise discretion in what they investigate and how they apply these newly created offences. But we've got here behaviour that affects women and girls who are the target of this kind of deeply offensive and harmful behaviour. We know that it can inflict deep and long-lasting harm on victims. The Albanese Government has no tolerance for this kind of criminal behaviour and that's why we are legislating in this clear way.[[26]](#endnote-27)

## The need for education to accompany reform

1. To facilitate the effective application and enforcement of the amended Criminal Code, the Commission recommends practical education and training to ensure that the public is aware of the availability of new protections. This will ensure that these protections are appropriately applied by law enforcement and the judiciary.
2. Additional education should also be provided to the public about the legal and social harms of utilising tools to create deepfake sexual materials.

**Recommendation 3: The Australian Government should ensure that the passing of the Bill is accompanied by practical education and training for the public, law enforcement, and judiciary.**

# Recommendations

1. The Commission makes the following recommendations.

**Recommendation 1:** The Australian Government should amend the legislation to lower the threshold for an aggravated offence under section 474.17A(1)(b) from requiring three or more previous civil penalty orders, to requiring one or more previous civil penalty orders.

**Recommendation 2**: The Australian Government should enact a standalone offence for the creation and/or alteration of sexual material without consent.

**Recommendation 3:** The Australian Government should ensure that the passing of the Bill is accompanied by practical education and training for the public, law enforcement, and judiciary.
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