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Commissioner’s foreword

Artificial intelligence (AI) promises better, smarter decision making.

Governments are starting to use AI to make decisions in welfare, policing and law enforcement, immigration, and many other areas. Meanwhile, the private sector is already using AI to make decisions about pricing and risk, to determine what sorts of people make the ‘best’ customers... In fact, the use cases for AI are limited only by our imagination.

However, using AI carries with it the risk of algorithmic bias. Unless we fully understand and address this risk, the promise of AI will be hollow.

Algorithmic bias is a kind of error associated with the use of AI in decision making, and often results in unfairness. Algorithmic bias can arise in many ways. Sometimes the problem is with the design of the AI-powered decision-making tool itself. Sometimes the problem lies with the data set that was used to train the AI tool, which could replicate or even make worse existing problems, including societal inequality.

Algorithmic bias can cause real harm. It can lead to a person being unfairly treated, or even suffering unlawful discrimination, on the basis of characteristics such as their race, age, sex or disability.

This project started by simulating a typical decision-making process. In this technical paper, we explore how algorithmic bias can ‘creep in’ to AI systems and, most importantly, how this problem can be addressed.

To ground our discussion, we chose a hypothetical scenario: an electricity retailer uses an AI-powered tool to decide how to offer its products to customers, and on what terms. The general principles and solutions for mitigating the problem, however, will be relevant far beyond this specific situation.

Because algorithmic bias can result in unlawful activity, there is a legal imperative to address this risk. However, good businesses go further than the bare minimum legal requirements, to ensure they always act ethically and do not jeopardise their good name.

Rigorous design, testing and monitoring can avoid algorithmic bias. This technical paper offers some guidance for companies to ensure that when they use AI, their decisions are fair, accurate and comply with human rights.
On behalf of the Australian Human Rights Commission, I pay tribute to our partner organisations in this project for the deep expertise they provided throughout this work: Gradient Institute, Consumer Policy Research Centre, CHOICE and CSIRO’s Data61.

Edward Santow
Human Rights Commissioner
November 2020
1 Executive summary

This technical paper is a collaborative partnership between the Australian Human Rights Commission, Gradient Institute, Consumer Policy Research Centre, CHOICE and CSIRO’s Data61. We explore how the problem of algorithmic bias can arise in decision making that uses artificial intelligence (AI). This problem can produce unfair, and potentially unlawful, decisions. We demonstrate how the risk of algorithmic bias can be identified, and steps that can be taken to address or mitigate this problem.

AI is increasingly used by government and businesses to make decisions that affect people’s rights, including in the provision of goods and services, as well as other important decision making such as recruitment, social security and policing. Where algorithmic bias arises in these decision-making processes, it can lead to error. Especially in high-stakes decision making, errors can cause real harm. The harm can be particularly serious if a person is unfairly disadvantaged on the basis of their race, age, sex or other characteristics. In some circumstances, this can amount to unlawful discrimination and other forms of human rights violation.

This paper describes the outcomes of a simulation. We have simulated a typical decision-making process and identified five scenarios in which algorithmic bias may arise due to problems that may be attributed to the data set, the use of AI itself, societal inequality, or a combination of these sources. We investigate if algorithmic bias would be likely to arise in each scenario, the nature of any bias, and consider how it might be addressed. The scenarios are framed around a consumer’s interactions with an essential service provider that most people will deal with at some point—an energy company.

We principally consider fairness by reference to the protected attributes in Australian anti-discrimination law, such as sex, race and age. We then use three fairness measures—selection parity, equal opportunity and precision parity—as potential indicators of algorithmic bias or discrimination. Next, we apply mitigation strategies to address any algorithmic bias, and consider the effect of those strategies by reference to any change in the fairness measures and the overall accuracy of the decision making itself.

Each of the five scenarios explored in this technical paper highlights a protected attribute. It shows how algorithmic bias may pose a risk of unlawful discrimination under federal, state and territory anti-discrimination and equal opportunity laws.

This paper deliberately adopts a broad definition of algorithmic bias. We observe that algorithmic bias can result in unfairness, which in some situations can amount to unlawful discrimination or other forms of illegality. Businesses
with strong ethical principles and a concern for their reputation will seek to act fairly, and so it will be important to avoid algorithmic bias regardless of whether this always amounts to unlawful behaviour.

This approach allows companies to be proactive in identifying the human rights risks in how they use AI, and then to ensure that they address these risks by acting lawfully and responsibly. Responsible use of AI starts before the AI system is used in a live scenario. It requires rigorous design, testing and monitoring to ensure it is not affected by algorithmic bias. We offer some guidance aimed at improving fairness standards in the operation of AI systems, thereby reducing the risk of unlawful discrimination.
2 Introduction

2.1 Purpose and scope

There is rapid growth in the use of artificial intelligence (AI) in decision making. This is fuelled by the promise that AI can increase the efficiency, accuracy and cost-effectiveness of many forms of decision making.

However, there are also risks. This paper explores how unfairness, and potentially unlawful discrimination, can arise through the operation of AI systems used in decision making. The paper discusses how these problems can be identified, and some steps that can be taken to address or mitigate the problems.

We simulate a typical scenario in which an AI system is applied to assist in making decisions. We use a synthetic data set and test the decisions produced by the AI system. We analyse the results from technical, human rights, and consumer rights perspectives.

Human rights should be considered at all stages of the development and use of technology, including AI. There are several factors, particularly in the design phase, that can engage individual or collective human rights. Therefore, we should ensure a rigorous assessment of these elements to address the risk of individual or social harms.

In accordance with the United Nations Guiding Principles on Business and Human Rights, businesses should be proactive in identifying the human rights risks or impacts of their activities and relationships. Businesses should ensure the lawful and responsible use of the tools they design and deploy. This paper seeks to offer some guidance aimed at improving fairness standards in the operation of AI systems.

2.2 Contributing partners

This paper is the product of a collaborative partnership between the Australian Human Rights Commission, Gradient Institute, Consumer Policy Research Centre, CHOICE and CSIRO's Data61.

This paper highlights the importance of multidisciplinary, multi-stakeholder collaboration and cooperation. The complexity of issues relating to the use of AI in certain decisions requires the engagement of teams that offer insights from academia, government, non-profits and the private sector.

Each of the partner organisations has contributed its own resources in undertaking the work for this project. Gradient Institute led the technical work in this project. The Consumer Policy Research Centre's Research Pathways Program contributed funding to support some of the project's technical work.
3 Background and context

3.1 AI systems

In this paper, the term ‘AI system’ refers to a system that materially uses AI in a decision-making process, whether or not the system is fully automated, or a person makes the final decision.

AI is not a singular piece of technology. Rather, it is a ‘constellation of technologies’. There are generally considered to be two stages of development of AI: ‘Narrow AI’, which refers to AI systems capable of specific, relatively simple tasks; and ‘Artificial General Intelligence’ which is largely theoretical today and would involve sophisticated cognitive tasks. The AI system used in this paper employs Narrow AI that analyses data to develop solutions in a specific domain.

AI systems of the type discussed in this paper use data and machine learning algorithms to train mathematical models for the purposes of prediction or decision making, as shown at Figure 3.1. The training data commonly consists of previous decisions of the sort that the AI system will make or contribute to (labels) as well as supporting data (features). The AI system then ‘searches’ for patterns within a data set of previous decisions, with a view to identifying common feature values or indicia associated with particular types of decision. Certain indicia might be present for past decisions that a company later assesses as ‘good decisions’ for the company’s purposes, and other indicia might be present in decisions that the company subsequently judges to be ‘bad’. Any future decision that relies on the AI system would be made by reference to a range of considerations that would include the identified patterns of previous decisions.

For example, an AI system that assists a bank in deciding whether to grant people home loans typically is trained on the bank’s previous loan decisions, as well as any other data that the bank has access to. This can help the bank determine risk of default, by reference to an applicant’s financial and employment history, and demographic information. In this way, the AI system can identify feature values or indicia associated with decisions to offer loans to people who turn out to be profitable (or unprofitable) for the bank. When the bank considers a new applicant for a bank loan (sometimes referred to as ‘query data’), the AI system can be used to consider those feature values or indicia as they apply to the applicant, with a view to predicting whether the new applicant would be likely to pay back their loan reliably.
This paper explores the risk that AI systems produce results that cause unfair disadvantage, or even unlawful discrimination, by reference to a hypothetical, but realistic, decision-making scenario. The aim is to examine the operation of a ‘typical’ AI system, with a view to understanding the human rights risks, and how these risks might be addressed.

The paper’s hypothetical scenario considers how an electricity company, which is an example of an essential service provider, selects customers and potential customers using AI.

Specifically, the scenario involves an electricity company using an AI system to make decisions about whether to offer individuals (prospective customers) market-competitive service contracts. The AI system is provided with feature information related to each individual who is being considered for a service contract. These include data that such a service provider could reasonably obtain directly or from a third-party data broker. Some of this data may be predictive of the profitability of a customer. Sensitive variables, such as the individual’s sex, race or age, may be included in the data set.

Even if not present, such sensitive information may be inferred by the AI system because the data set contains proxy variables which correlate with
the sensitive variable. The AI system is then used to predict each individual’s likely profitability if they were accepted as a customer and, on that basis, the company decides whether to offer those individuals market-competitive service contracts.

3.2 Human rights framework

We consider the use of AI systems by reference to international and Australian human rights law. Al systems can be used in ways that engage a number of human rights, but this paper focuses on one key right—namely, the right to equality and non-discrimination. This right is expressed in major international human rights treaties, and it has been largely incorporated in Australian anti-discrimination laws.

Some key human rights concepts for this paper include the following:

- **Equality** is predicated on the idea that all human beings are born free and equal. It means that all persons are equal before the law and are entitled without any discrimination to the equal protection of the law.

- **Formal equality** is concerned with equality of treatment and expects all people to be treated the same way regardless of their differences.

- **Substantive equality** is concerned with equality of opportunity and outcomes. It recognises that formal equality does not address underlying, historical and structural inequalities that limit a person’s opportunity to participate equally in society. Substantive equality goes beyond equal treatment, and attempts to redress underlying, historical and structural inequalities, which can require the use of affirmative action or ‘special measures’.

Under international law, discrimination occurs when a person, or a group of people, is treated less favourably than another person or group because of their race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth or other status.

Discrimination can be direct or indirect. ‘Direct discrimination’ is where a person is treated differently from others. Discrimination also occurs when an unreasonable rule or policy applies to...
everyone but has the effect of disadvantaging some people because of a personal characteristic they share. This is known as ‘indirect discrimination’.

There are a series of laws that make discrimination unlawful at the federal level. Those anti-discrimination statutes prohibit discrimination on the basis of protected attributes, including an individual’s:

- age
- disability
- race, including colour, national or ethnic origin or immigrant status
- sex, pregnancy, marital or relationship status, family responsibilities or breastfeeding
- sexual orientation, gender identity or intersex status.

It can be unlawful to discriminate against a person on the basis of a protected attribute, in providing or refusing to provide goods, services or facilities. Some state and territory anti-discrimination laws protect other attributes in their respective jurisdictions. Those other attributes include religion, immigration status, irrelevant criminal record, and profession, trade, occupation or calling. While this paper focuses on anti-discrimination law, other laws can also be relevant to the operation of AI systems. For example, a range of federal, state and territory laws protect other human rights, such as privacy. In addition, Australian consumer protection frameworks aim to enhance the welfare of Australians by promoting fair trading, competition and consumer protections.

3.3 Algorithmic bias in AI systems

(a) Algorithmic bias

Any decision-making system is capable of error. This is as true of decisions that are made using conventional methods that rely heavily on human involvement, as it is of the most highly sophisticated AI system, and every form of decision making in between. Where an AI system produces these sorts of errors, it is sometimes called algorithmic bias. Algorithmic bias is not a term of art; it is a general term that can refer to one or a collection of specific biases.

This paper uses the term algorithmic bias to refer to predictions or outputs from an AI system, where those predictions or outputs exhibit erroneous or unjustified differential treatment between two groups. The differential treatment may be erroneous because of mistakes or problems in the AI system, or it may be unjustified because it generally raises questions of unfairness, disadvantage or inequality that cannot be justified in the circumstances.

(b) Algorithmic bias, unfairness and unlawful discrimination

Erroneous or unjustified differential treatment can have particularly serious consequences if the groups are
distinguished by a ‘protected attribute’, such as disability, race, age or sex. This would include situations in which the outputs are different for people with a protected attribute in comparison with people without that protected attribute.

Algorithmic bias may be, or may lead to, unlawful discrimination, where there is no legal justification for that difference in outcome. Addressing the problem of algorithmic bias in an AI system therefore will reduce the risk of engaging in unlawful discrimination. However, this technical paper deliberately adopts a definition of algorithmic bias that is broader than the strict legal definition of unlawful discrimination.

The reason for this approach stems from the fact that proving unlawful discrimination in a specific situation can be complicated, involving a detailed analysis of the particular facts and circumstances. Situations can arise that involve unfairness to a group, such as women or older people, where it is difficult or even impossible to prove in a court that they have suffered unlawful discrimination. However, very few companies would seek to act as unfairly as they could get away with, short of being sued for unlawful discrimination. On the contrary, any company with strong ethical principles and concern for its own reputation will seek to treat its customers and prospective customers fairly. Hence, for the vast majority of companies, it is important to avoid unfairness, regardless of whether their conduct ultimately could be proven also to involve unlawful discrimination.

(c) Sources of algorithmic bias

Another way of understanding the concept of algorithmic bias is to consider some of the root causes of inequality.

Figure 3.2 demonstrates inequality in the results of an AI system according to three components:

- G1 represents current societal inequality, extrinsic to the AI system
- G2 represents a source of algorithmic bias that may arise in an AI system due to inaccurate, insufficient, unrepresentative or outdated data
- G3 represents a source of algorithmic bias that may arise due to the intrinsic design or configuration of the AI system itself.

Algorithmic bias typically pertains to issues associated with G2 and G3, whereas societal bias with G1. The source of an AI system’s inequality has implications for the effectiveness of any mitigation approaches taken.
For example, consider an AI system that is designed to predict individuals most likely to be profitable customers. Imagine the AI system disproportionately selects men, based on their predicted profitability, compared to women. There are various explanations for this unequal output, which fall broadly into two categories.

First, inequality may arise because of a problem with the data, or in the AI system design, or both. Unsuitable data (G2) or a poorly designed AI system (G3) can lead to predictions that are not representative of reality. Depending on the precise detail of the situation, this algorithmic bias could also amount to unlawful discrimination, given that the differentiating factor was a protected attribute (whether the potential customer was male or female).

Second, inequality may arise where the AI system produces outputs that reflect existing inequalities external to the AI system. This may be due to societal inequalities such as the gender pay gap which has resulted in male customers actually being more profitable (G1). Although accurate, use of the AI system in this case would lead to a differential outcome for men and women.

It is important to note that gaps are not independent of each other. For instance, both G2 and G3 can reinforce or amplify G1 (an AI system that specifically disadvantages individuals who are already facing societal inequality).

### 3.4 Predictive modelling in consumer contexts

This paper demonstrates how algorithmic bias engages human rights in a consumer context through the provision of goods and services. Consumer rights are important to promote fair, safe and inclusive markets for Australian consumers, including equal access to products and services, which protects the human right to non-discrimination and equality.
We simulate a decision-making process that reflects common business practices where AI systems are used to predict the profitability (or creditworthiness) of a potential customer. AI systems and predictive modelling are often used to assist decision making in financial services, telecommunications, energy and human resources sectors.\(^{15}\)

Businesses are increasingly collecting personal data, which they use in AI systems to improve the way they assess potential customers and ultimately increase their profitability. Often individuals have little choice about whether they are subjected to these almost ubiquitous data-collection practices. If discrimination or other unfairness arises, this can breach their consumer\(^{16}\) or human rights.

A company can pursue maximum profitability provided they are not acting unlawfully. In some situations, it would be unlawful to rely on an AI system that produces biased results. This is certainly true of an AI system that produces discriminatory results. Put simply, a business that makes decisions using an AI system that exhibits algorithmic bias faces a number of legal, financial and reputational risks that need to be carefully and conscientiously addressed.

### 3.5 Data sets

**(a) Data sets and AI systems**

AI systems are generally trained on large data sets. Some data sets contain personal information of many individuals. Other data sets are made up of personal information that has been aggregated or combined in a way that no individual’s personal information is easily identifiable.

Where personal information is aggregated in a way that strips the detail linking it to an individual—often referred to as de-identified or anonymised data—the resulting data set will no longer be considered ‘personal information’ within the meaning of Australian privacy law.\(^ {17}\) Such aggregated data sets are frequently used in AI applications to draw inferences about individuals who share particular characteristics with groups of people—with that individual’s personal information used as a reference point.

Digital platforms, such as Google and Facebook, collect personal data at large scale, and also offer AI systems that use predictive modelling. In addition, ‘data brokers’ buy, aggregate, analyse, package and sell personal data as well as insights derived from personal data.\(^ {18}\) This data can be used in AI systems.

**(b) Data for purchase**

Large data sets are commercially available for purchase. Australian and international companies offer these data sets for use in advertising, market research, insurance, financial services, health care, among other areas. These data sets consist of aggregated, anonymised user data gathered over a
period of time. These information-rich data sets provide access to credit risk scores, age, geography, debt balances, family circumstances, as well as political, social and consumer preferences and opinions, among other things.¹⁹

CHOICE contacted some companies to enquire about purchasing a data set.²⁰ CHOICE made some basic enquiries about their data set products and clients. These companies did not disclose how they collect and compile the information in these data sets.

The collection, aggregation and sale of large data sets present significant challenges for the businesses that rely on this information and use it in their operations. These practices may pose risks of harm to customers of those businesses.

(c) Simulated data

We use simulated data in this paper to study sources of algorithmic bias for two primary reasons. First, using simulated data, instead of the real personal data of a group of individuals, is the most effective way of protecting privacy. Secondly, real data sets will often contain some, if not all, the biases discussed in this paper. In order to adequately isolate and illustrate the effects of particular biases, we need the ability to control how these biases are introduced. This is only possible with a data simulator.

Details of the simulation’s assumptions are discussed in each scenario as well as in Appendix 2.
4 Simulation

4.1 Retail electricity market and AI systems

Any business should ensure that its decision making is fair, accurate and avoids bias or discrimination. This proposition should be equally true for decision making that uses AI systems—hence the need to avoid algorithmic bias. While this paper assesses the risk of algorithmic bias in a scenario based on the retail electricity market, this is merely a hypothetical case study. The issues discussed in this paper apply to a variety of situations where AI systems are used to make decisions that have a significant effect on individuals, including insurance pricing, recruitment, mortgage lending and online marketing, to name just a few.

This simulation focuses on electricity service contracts because electricity is an essential service and some retail electricity providers assess prospective customers through credit checks. These providers may plausibly use AI systems and data acquired directly or through a data broker to assess prospective customers. This paper does not suggest that the simulation scenarios, including any particular algorithmic bias, unfairness or discrimination, describe the actions of any or all companies that participate in the Australian electricity market.

Australian electricity companies participating in a competitive market are generally not legally obliged to provide services to every prospective customer. Companies routinely assess whether a potential customer is likely to be profitable, which involves predicting the cost of serving a potential customer alongside the revenue they might collect from the sale of services. This consideration can include the chance that the person will miss or make late payments, will need to access financial hardship provisions, will heavily use call centres and will require other support services. For example, a new entrant electricity company may have a business strategy built around offering low tariff prices to secure market share and minimise their own costs. To do so, they may aim to build a pool of customers who interact with the provider via cheap online services, pay reliably and require minimal additional support services, thereby excluding other consumers of whom many are likely to experience disadvantage. This will help reduce costs such as writing off debt, identifying and contacting consumers.
who need support, administration of flexible payment options, and processes for upholding compliance with the regulations themselves.

If an electricity company assesses that a prospective customer is likely to encounter problems in paying their energy bills, the company may have little financial incentive to offer a market-competitive contract to that individual. However, receiving a cheaper market-competitive contract can also benefit an individual by making it easier for them to afford payments.

For the purpose of this simulation, we assume that selecting an individual for a market-competitive contract in this case is more beneficial to an individual, regardless of whether they will be profitable or not, because:

- electricity is an essential service and so individuals may settle for less advantageous deals or discounts, pay higher tariff prices, or receive poor customer service
- it would allow an individual to accept or reject the offer (though we acknowledge consumers may not be given adequate information to make an informed choice about whether an offer is in their best interests).

We are concerned about situations where individuals may not be offered a market-competitive contract due to bias or discrimination.

4.2 Data set synthesis and methodology

The process for the simulation conducted by Gradient Institute is outlined in Figure 4.1.

Figure 4.1 Illustration of the methodology used to investigate each scenario.
Scenarios and simulator

For each scenario, synthetic data is simulated containing customer records on which an AI system is trained to decide whether to offer a new applicant a market-competitive service contract. The data includes binary labels indicating whether each individual was profitable or not, which is used as the target for the AI system. If the AI system predicts a new individual to be profitable, a decision is made to offer the individual a service contract at market-competitive rates.

The simulated data set includes features that are known attributes for each individual associated with credit worthiness, including age, income, or postcode. Some of these features include protected attributes which demonstrate disparate outcomes between groups (such as sex, race or age). Additionally, this simulation includes unmeasured features, randomly generated, which may affect an individual’s profitability, such as whether they pay bills on time, the amount of electricity they consume or if they use electricity in predominantly off-peak or on-peak times. The features and their dependencies on one another are, however, unique for each scenario and are set out in Appendix 2.

In each scenario, we use a sufficiently large data set to train the model, eliminating inaccuracies arising due to a small data set.24 In simulating this data, we have made certain assumptions, such as the fraction of a population that is profitable or how predictive the data is, which would be difficult to measure in reality. In this simulation we are able to consider the question: Would algorithmic bias be likely to arise in the outputs of an AI system trained on this data? If so, how might it be addressed?

AI system

The synthetic data set is then used to train and validate a logistic regressor, which produces predictions of the chances that each customer will be profitable or not.25 These predictions are then compared against a particular acceptance threshold to decide which customers are offered a market-competitive contract. Logistic regressors are widely used tools in the industry to address problems of binary classification. Binary classification is a modelling problem with the goal to distinguish between two categories. In this case, it is the answer to a yes or no question: Is the individual going to be profitable?

Logistic regression is a relatively simple mechanism but is sophisticated enough that our conclusions about resulting algorithmic biases generalise to a wider range of models.26 Logistic regression makes a prediction by computing a weighted sum of the features and transforming the total through the logistic function. During the training of this AI system, the weighting of the features is adapted to optimise performance on the training data set so that the predictions match the target variable’s values recorded in the training data (labels) as closely as possible.
Predictive modelling

In this case study, the AI system ‘tunes’ the weighting of each feature’s contribution to the predictions, so that high likelihoods of profitability are allocated to individuals in the training data that are labelled profitable and low likelihoods of profitability are allocated to individuals labelled not profitable. Therefore, the AI system will be able to more accurately predict the target of new individuals for each scenario, assuming that the new individuals are statistically similar to the population from which the training data is obtained.

Feature importance

This weighting of the features is a measure of feature importance in a specific model which contributes to the AI system’s prediction. However, the feature importance does not imply a causal relationship in reality. For example, if we attempt to predict whether an individual has the flu, knowing whether the individual performed a web search for flu remedies may be an important feature. However, it is not a causal feature. Preventing people from searching for flu remedies will not reduce the number of flu cases.

In the context of predicting profitability, a positive weight indicates that a high value of that feature is associated with profitable individuals, while a negative weight means the AI system will downrank those individuals as less profitable. Plotting these weights can help us understand the basis on which a model is making predictions.

Fairness measures

We use three fairness measures to analyse algorithmic bias in relation to the outcomes of an AI system. These fairness measures may indicate the potential presence of algorithmic bias or discrimination, but they are not determinative.

While these measures are framed in the context of ‘parity’, the intention is not necessarily to reach parity but to demonstrate the differences between two groups distinguished by a particular attribute.

- **Selection parity (or demographic parity)** compares the selection rates between groups. Selection parity requires the fraction of each group selected by the AI system (selected individuals) to be the same, regardless of differences in suitability for selection between groups. For example, an AI system that selects 40% of males and 30% of females for a job interview when an equal number of both genders apply, would fail selection parity.

- **Equal opportunity** compares the correct selection rate between groups, considering only those who are suitable for selection. If there is equality of opportunity, the chances of a suitable customer being selected will not depend on which group they belong to. For example, a scholarship program that selects 60% of suitable males and 80% of
suitable females might not constitute equal opportunity. (As a question of law, such a discrepancy still may be lawful if, for instance, the relative preferential treatment of female candidates could be shown to constitute a special measure that remedies historical inequality.)

- **Precision parity** compares the correct selection rate between groups, considering only those who are selected. A result complies with precision parity if the chances of a selected individual being suitable do not depend on which protected group they belong to. For example, a financial lending system in which 70% of the selected males were determined to be suitable and 50% of the selected females were determined to be suitable would fail precision parity.

### 4.3 Toolkit for mitigating algorithmic bias

Anyone who is considering the use of an AI system to make decisions should ensure that their decision making is fair and lawful. Government and businesses have particular obligations to their citizens and customers respectively. Where an AI system is used to make decisions that can affect a person’s human rights, those decisions should be fair, lawful and they should uphold human rights.

Fulfilling this responsibility starts before the AI system is used in a live scenario.
The AI system should be rigorously designed and tested to ensure it does not produce outputs that are affected by algorithmic bias. Once the AI system is operating, it should be closely monitored throughout its lifecycle to check that algorithmic bias does not arise in practice.

Using an AI system responsibly and ethically can extend beyond complying with the narrow letter of the law. Wherever an AI system causes harm, its use may not be responsible. For example, it is becoming clear that people of a lower socio-economic status often suffer disproportionately negative effects from algorithmic bias. While Australian law does not expressly prohibit discrimination on the basis of socio-economic status, avoiding this form of bias or less favourable treatment nevertheless would be good and ethical practice.

This simulation demonstrates that algorithmic bias may arise in AI systems in a consumer context, and that mitigation strategies may reduce the risk of these biases. An AI system can be designed and modified with positive steps to reduce algorithmic bias and societal inequality from being reflected in its outcomes. These steps, taken early in the AI design process to avoid algorithmic bias, can lead to more effective human rights protections.

**Figure 4.2 AI systems in society**

It is therefore important to continuously assess, test and mitigate algorithmic bias in an AI system. Mitigation strategies need to be tailored to the specifics of an AI system, appropriately address the potential sources of algorithmic bias, and carefully consider fairness metrics. There are several risk frameworks and strategies that businesses may adopt when considering these issues.

This simulation highlights five general approaches to mitigating algorithmic bias. It is important for technical, policy, legal and other relevant decision makers to consider the specific circumstances of an AI system in its
context. These approaches are potential tools in a ‘toolkit’ of mitigation strategies—each strategy may be considered, tested and then only applied where it addresses the problem of algorithmic bias.

Figure 4.3 Mitigation strategies in AI systems

(a) Acquire more appropriate data

AI systems are increasingly based on data-driven modelling. It is important to understand the potential weaknesses and limitations of a data set that is required to train an AI system.

Data sets that are outdated, contain insufficient data points or insufficient characteristics or details about individuals can lead to inaccurate outcomes in an AI system. Individuals or groups that have faced systemic discrimination or are of under-represented groups may be further disproportionately affected by an AI system trained on poor data. When these problems arise, it is important to assess the risks of harm and reconsider the use of AI systems in the circumstances.

An important mitigation strategy is to responsibly obtain additional data points or new types of information relating to individuals inaccurately represented, or under-represented in the data set. This includes examples of historical bias in Scenario 2, label bias in Scenario 3, and under-representation in Scenario 4. Gathering additional or new data points reduces the G2 gap, as shown in Figure 4.4.

Even where an AI system may not result in discriminatory outcomes, historical bias may create inaccurate predictions by an AI system. Historical bias may arise over a number of decades of data or whenever the data is no longer
representative of reality due to a societal shift.

For example, the impacts of COVID-19 will be represented in demographic, financial and employment data collected in 2020. An AI system inclusive of this data impacted by the global health pandemic may have a number of implications, such as unfairly penalising people who had lost their jobs or suffered financial harm.

Figure 4.4 Acquiring more data about under-represented cohorts can help reduce the inequality between current and accurate data and the AI system’s data set.

The increased collection of personal information for data sets introduces additional human rights considerations. Collecting and using more information in a data set used to train an AI system may improve accuracy, but it may simultaneously limit the right to privacy of individuals whose personal information is collected and used in this way. Ultimately, increased data collection, including increased surveillance of all or parts of the population, can negatively affect the enjoyment of a number of human rights.

As discussed in Section 3.4, the additional risks and costs to a company
may be difficult to quantify but are important considerations. The increased cost associated with improving the data set by gathering more data or improving quality of information captured, may be greater than a company’s potential increased profitability through use of an AI system. Additionally, companies may need to consider legal, financial or reputational risks. Deploying AI systems without rigorous testing on these under-represented or misrepresented cohorts may expose a company to legal risk of unlawful discrimination or failing to protect their consumers, as well as financial risk of incorrectly offering service contracts to consumers who are unable to meet their financial obligations.

Irrespective of these challenges, it is important that businesses take the steps necessary to ensure that individuals are not unfairly disadvantaged by AI systems. Additionally, taking these steps early in the AI lifecycle will ensure greater protections in the long term.

(b) Preprocess the data

Preprocessing of data is a mitigation strategy that is used to edit features in the data set to mask or remove some information before it is used to train a data-driven algorithm.\textsuperscript{32}

Preprocessing of data can hide a protected attribute like an individual’s gender before it is used in the training data for an AI system to try to ensure no statistical difference in predictions between men and women. This may prevent individuals from being treated differently based on protected attributes, lowering the risk of algorithmic bias.

However, as with all mitigation strategies, it will be imperative to test the effect of hiding a protected attribute prior to deployment. In many cases, hiding protected attributes from the data set does not necessarily prevent these protected attributes from being considered indirectly by the AI system. Testing may identify that when a feature is deleted, other features such as employment, suburb, browsing and sales history act as a proxy variable for the deleted feature. An example of proxy variables encoding protected attributes is set out in Section 4.4 Scenario 2.

Figure 4.5 illustrates the potential impact of this mitigation on societal inequalities.
Considerations

Preprocessing the data to hide protected attributes can also reduce an AI system’s accuracy. This prediction error is more likely when the deleted protected attribute is closely correlated to the target the AI system is trying to predict. It is sometimes the case that mitigating inequality according to one measure of fairness may exacerbate the inequality measured by another (e.g. Scenario 1).

(c) Increase the model complexity

Simple models can be easier to test, monitor and interrogate. This makes them appealing to businesses seeking easier design and greater transparency of AI systems. Businesses should be aware of the potential that an over-simplified model will be less accurate. This can cause a model not to identify nuanced differences between groups (a G3 gap) which can lead to the model making generalisations that often favour the majority group.

However, the addition of new parameters increases the complexity of the model to identify and account for differences between groups in its predictions, as demonstrated in Scenario 5. This will likely reduce potential algorithmic bias when appropriately trained, as compared with overly-simplistic models, while also increasing overall accuracy (illustrated in Figure 4.6). Testing the models on data sets prior to deployment will assist in identifying the impacts of complexity on accuracy and fairness.
Figure 4.6 Increasing the flexibility of a model can allow it to fit the data better and reduce inequality amongst populations where its inaccuracies were producing unfair outcomes.

Increasing the flexibility of a model can allow it to fit the data better and reduce inequality amongst populations where its inaccuracies were producing unfair outcomes. Increasing the complexity of the model comes at the cost of additional computing time and a potential reduction in model interpretability. This may also increase the risk of overfitting the model, such that you reduce the overall accuracy of its predictions.

Considerations

Increasing the complexity of the model comes at the cost of additional computing time and a potential reduction in model interpretability. This may also increase the risk of overfitting the model, such that you reduce the overall accuracy of its predictions.

(d) Modify the AI system

An AI system may be designed or modified to correct for existing societal inequalities (a G1 gap), as well as other inaccuracies or issues in data sets causing algorithmic bias (a G2 gap). This is a simple approach to mitigating algorithmic bias, demonstrated in Scenario 1, but raises some important considerations.

An AI system may consider a group that faces discrimination and, through testing, a company identifies that they are receiving lower scores or less preferable decisions, particularly if this reflects historical bias or existing social inequalities. To address this potential treatment, an AI system could be designed with a lower acceptance threshold for that group with the relevant protected attribute.

This approach adopts substantive equality—special measures may be taken to redress the inequalities between certain groups or individuals, as discussed in Section 3.2.

From a technical approach, implementing these modifications may involve:

- Adjusting the decision logic applied to the prediction so as to favour a disadvantaged group.
- Modifying the mathematical objective of the AI system so that, when learning from training data, it will choose a model that achieves a balance of fairness and accuracy.
Figure 4.7 Mitigation through the modification of an AI system introduces a gap between the data and the automated decisions in an attempt to reduce inequality.

Even if the data does not introduce a new bias in the system, the AI system may be modified to remedy any differential treatment in predictions due to the existence of societal inequality (illustrated in Figure 4.8). Over time, these measures may contribute to improving outcomes for a disadvantaged group. The G1 gap is therefore reduced in the ‘future world’.

Figure 4.8 Models with broad impact may be able to help reduce societal inequality over time by enacting decisions that are representative of a fairer society than the current one.
Considerations

Similar to preprocessing the data, improving one of the fairness measures with this mitigation strategy may affect another fairness measure (for example, see Section 4.3 Scenario 1). Additionally, if the AI system is modified and designed to make decisions that do not reflect data collected from society (as demonstrated in Scenario 1), the accuracy of the AI system outputs may be reduced.

In this mitigation strategy, there may be some trade-off between improved outcomes for a disadvantaged group at the expense of an advantaged group.

(e) Change the Target

Questions like whether someone would make a profitable customer are complex because the concept of profitability has many elements. It is rarely possible to measure those specific elements quantitatively, let alone measure overarching concepts like profitability. As a result, we typically rely on a target to quantify abstract concepts like profitability, creditworthiness or job suitability. The degree to which the target is an accurate representation of the true concept that we are interested in may differ across groups. For example, using someone’s credit history to predict their creditworthiness may be useful for older individuals with a track record of participating in the loan market, but it may disadvantage young people who are applying for their first loan. This difference between groups may result in unfair outcomes. Finding a fairer measure to use as the target variable would help alleviate this.

Considerations

The lack of available data about the desired target, and the financial and practical constraints to obtain additional data sources, may make identifying another proxy variable infeasible.

4.4 Scenario 1: Different base rates

(a) Overview

Taken as a whole, Aboriginal and Torres Strait Islander peoples currently have lower average incomes than the broader Australian population. Severe financial stress is present for half of Aboriginal and Torres Strait Islander peoples in Australia, compared with one in ten in the broader Australian population. This scenario demonstrates the societal inequality between Aboriginal and Torres Strait Islander peoples and non-Aboriginal and Torres Strait Islander peoples, which may be reflected in an AI system (Figure 4.9 illustrates this inequality as a G1 gap).
In this scenario, the simulated data accurately reflects the state of society and the AI system is capable of accurately modelling that data. Consequently, there are no issues in the data or in the design of the AI system (i.e. no G2 or G3 gaps), but the protected group is still disadvantaged.

If a protected group is predicted to be less profitable, due to lower incomes and endemic financial stress (a G1 gap), then even if we simulate or collect thorough data and train an accurate model in a way that does not introduce additional bias (no G2 or G3 gaps), the AI system will still perpetuate existing disadvantage by making decisions that mimic an imbalance in society. This can even happen indirectly when the protected attribute is not in the data set.

For this scenario, the model has simulated a data set that contains information about each individual's income, and the target being the profitability of the individual. We assume that an individual experiencing financial stress may be less profitable for the electricity provider, because the company needs to offer support such as deferred payments, repayment plans or increased support of a hardship program. This may increase a company's costs associated with hardship regulatory obligations, identifying and contacting consumers in need of support and administering these payment options. The AI system may use many additional features to predict a customer's profitability however we need only concern ourselves with income in this scenario to illustrate the potential for problematic system behaviour.

(b) Results

After training an AI system using this data set, we can examine its decisions with respect to its treatment of the protected groups.

One consequence of the historical and current disadvantage experienced by
Aboriginal and Torres Strait Islander peoples as a whole is a lower average income, compared with other people in Australia. Profitability is causally dependent on income, which therefore means a below-average income will likely result in lower profitability (see Appendix 2). The AI system could conceivably associate Aboriginal and Torres Strait Islander peoples with having below-average income, and therefore identify them as likely to be less profitable. This is regardless of whether a particular Aboriginal or Torres Strait Islander person happens to receive, in reality, an average or above-average income. (Figure 4.10, selection rates).

In this scenario, the relevant feature that differentiates the groups (i.e., income) is known to the AI system. However, often there may be differences between groups that are correlated with the target but are not features that are inputted to the AI system. If this occurs, the AI system might use an otherwise redundant feature in the data set that correlates with a group as a means of improving predictive accuracy. For example, in this scenario, if income was not provided to the AI system, the model may assign high importance to postcode instead, which can correlate with regions where there is a high concentration of people with a low socio-economic status or of a particular ethnic or racial background. These substitutes are sometimes referred to as ‘proxy variables’ in the AI literature.

We will further discuss the concept of unfairness through redundant feature encoding in Scenario 2.

(c) Mitigation

A G1 gap in a specific AI system can be mitigated by interventions at the level of system design. Lowering acceptance thresholds for Aboriginal and Torres Strait Islander peoples compared to the rest of the population can be used to counterbalance the underlying differences in incomes and address the
selection parity. This form of mitigation is discussed in Section 4.3(d). Referring above to Figure 4.9, this would be equivalent to adjusting the model predictions in the AI system (a G3 gap pointing downwards) in order to address the societal inequality (a G1 gap).

An AI system that is effectively addressing societal inequality may over time improve the outcomes for a historically disadvantaged group. Widespread and sustained broader societal interventions are needed over time to ensure the societal gap is reduced or closed.

Figure 4.11 The fairness metrics after mitigation through post-processing of the model predictions.

Addressing one fairness metric can exacerbate another. In this case, lowering the acceptance threshold for Aboriginal and Torres Strait Islander peoples (levelling the selection rates) will result in an increase in accepted Aboriginal and Torres Strait Islander peoples who were not considered profitable as shown in Figure 4.11. Their debt obligations would likely need to be cancelled, and the costs subsumed by the company to mitigate this type of harm.

(d) Analysis of algorithmic bias and potential unlawful discrimination

This scenario is an example of a G1 gap which reflects existing societal inequality. The AI system is accurately selecting the more profitable cohorts, but in doing this it captures the broader structural inequalities connected with income and financial stress that have real world impacts on individuals’ profitability for the service provider. The problems are not due to the data or the way in which the AI system has been trained.

This scenario also raises the risk that such decisions could contravene the Racial Discrimination Act 1975 (Cth) (Racial Discrimination Act) or corresponding state or territory law. It
is unlawful for a provider of goods or services to discriminate against a person on the basis of race in refusing to provide a person with goods or services, or in providing goods or services on less favourable terms and conditions.

Where the effect of the operation of an AI system is that Aboriginal and Torres Strait Islander peoples are denied a service contract, or where they face additional barriers in accessing a service contract, this could be discriminatory under the Racial Discrimination Act.

In practice, whether such decisions in fact contravene the Racial Discrimination Act would involve a detailed legal analysis that is beyond the scope of this paper. But, for present purposes, it suffices to say that this scenario presents a risk that the Racial Discrimination Act may be breached.

For legal and reputational reasons, it is imperative to identify and address such risks.

4.5 Scenario 2: Historical bias

(a) Overview

Historical bias arises when the data used to train an AI system no longer accurately reflects reality. Women, as a whole, face a ‘gender pay gap’, barriers to leadership roles in the workplace and experience reduced employment opportunities due to family and caring responsibilities. While women presently experience inequality in many areas of their lives, historically this inequality has been more pronounced without the significant progress of special measures supporting women in the workplace.

To frame this scenario, we make two key observations. First, a person is not, as a question of objective fact, more or less profitable based on their sex. Second, historical inequalities between men and women have resulted in situations where women have appeared to be less profitable than men.

This scenario demonstrates the impact of training an AI system to decide whether or not an individual would be profitable based on historical data that is no longer reflective of the current world, introducing a G2 gap (Figure 4.12).
Figure 4.12 Historical data that is no longer representative of the current world introduces a G2 gap into the system.

(b) Results

Figure 4.13 shows that the model is placing a substantial negative weight on being female, which reflects historical discrepancies in the perceived profitability of women in comparison to men.

Figure 4.13 Feature importance for a model trained on historical data, where sex was predictive of profitability.

Additionally, the fairness measures in Figure 4.14 show that the AI system creates a substantial discrepancy with respect to selection parity and equality of opportunity. When comparing two groups—women who would be...
profitable if selected and men who would be profitable if selected—13% fewer women are predicted by the AI system as profitable. This output is because the training data does not reflect the current reality that there is a reduced G1 gap between men’s and women’s income. The AI system is still analysing the world by reference to outdated historical data. Structural inequality outside the system (G1 gap) has reduced over time, but there is now a gap between the data and the current state of the world (G2 gap) because the AI system has been trained on information that is no longer current.

As the data does not reflect current reality, the AI system is denying service to women at rates that lead to discrepancies in selection parity and equal opportunity. The AI system also reduces profitability for the service provider as it does not select women who would in fact be profitable customers.

Figure 4.14 Fairness metrics for a model trained on historical data, where sex could be correlated to profitability.

(c) Mitigation

To mitigate the discrepancy in the equality of opportunity fairness measure, one approach anecdotally employed by many businesses, is to remove the protected attributes from the data set with the aim of preventing an AI system from taking those protected attributes into account. However, this strategy may not work if the AI system takes account of a factor that acts as a proxy for the protected attribute. This will result in the AI system effectively still considering that protected feature.

Figure 4.15 shows the weight the model places on each feature in this scenario if sex is removed. The model now places a negative weighting for individuals with browser characteristics that are associated with being female.
Figure 4.15 Feature importance weights if sex is removed from the data set.

Notice that browsing history, which was previously an insignificant feature, is now given a substantial negative weight. Browsing history can strongly correlate with sex, so when sex is removed, the AI system uses browsing history as a proxy for sex, and downranks individuals who visit websites popular with women. Sometimes a number of (otherwise benign) features can combine in such a way that they collectively become a proxy for a protected attribute. An AI system that considers the combination of otherwise benign features may have a similar effect as an AI system that directly considers a protected attribute.

Figure 4.16 shows the fairness metrics with sex removed from the data set. The discrepancies with respect to selection rates and opportunity have reduced, because although browser history is acting as a proxy for sex, it does not perfectly correlate. The AI system is now penalising the group of people who visit websites popular with women, which includes some men. Similarly, women who predominantly browse websites associated with men will be included in the group predicted to be more profitable.
Removing a protected attribute from the data set may reduce the algorithmic bias against a disadvantaged group. However, it may have only a limited effect if the data set is sufficiently information-rich (so as to include information that may act as a proxy) or can even increase the bias against a disadvantaged group (as discussed in Section 4.7).

Ideally, impacts of historical bias would be mitigated by gathering a current data set that is representative of the current cohort. Figure 4.17 shows that if we retrain the model using a current data set, it no longer places any significant weight on sex (or a proxy, such as browsing data).


Figure 4.18 below shows that we obtain negligible discrepancies across the fairness metrics when the AI system uses more current data, rather than outdated historical data.

Figure 4.18 Fairness metrics after retraining the model with current data.

In practice, discarding historical data is often not practicable because it may render the available data set too small, decreasing the overall performance of the AI system.

As a technical alternative, it may be possible to model the change in the data over time, either theoretically or empirically, and the AI system’s decisions could then be adjusted accordingly.

(d) Analysis of algorithmic bias and potential unlawful discrimination

This scenario is an example of algorithmic bias where the predictions are not accurate due to the estimation of women’s profitability based on historical bias, demonstrating a source of algorithmic bias from a G2 gap.

Where the effect of the operation of an AI system is to disadvantage women in obtaining a service contract, as described above, this could contravene the Sex Discrimination Act 1984 (Cth) (Sex Discrimination Act), or corresponding state or territory law. Under the Sex Discrimination Act, it is unlawful to:

- treat women less favourably because of their sex or a characteristic that generally appertains to their sex
- impose a requirement on women, which is not reasonable, and which has the effect of disadvantaging some women on the basis of their sex
- discriminate on the basis of sex in refusing to provide a person with goods or services, or in providing goods or services on less favourable terms or otherwise unfairly.

This scenario presents a risk that the Sex Discrimination Act may be
breached. For legal and reputational reasons, it is imperative to identify and address such risks.

In taking steps to reduce this risk, it is worth noting that, within the machine learning literature, removing the protected attribute sometimes has been equated with avoiding direct discrimination. This has encouraged designers to remove protected attributes when designing AI systems, because of the perceived importance of avoiding direct discrimination.

However, a more considered approach is needed, than simply removing reference to a protected attribute. It is not necessarily unlawful for an AI system to make decisions by reference to sex. For example, one relevant exemption for sex discrimination is where special measures are intentionally taken for the purpose of achieving substantive equality between men and women.

Additionally, due to the ability of AI systems to draw inferences from a large number of subtle features, designers should be aware and informed about preventing indirect discrimination where proxy variables may still create less favourable outcomes for some people of a particular sex. This is particularly relevant considering the potential benefits of using a protected attribute in an AI system to mitigate against algorithmic bias.

4.6 Scenario 3: Label bias

(a) Overview

Label bias may arise where there is a disparity between the quality of the label across groups that are distinguished by protected attributes (e.g., age, disability, race, sex or gender). The label is the recorded value of the target that the AI system is trying to predict. In this scenario, the target is customer profitability.

For example, an AI system designed to predict profitability will be trained with labels that record whether previous customers were profitable or not. Label bias describes a systemic difference in the label accuracy of a particular group by virtue of a human bias in the recording of the target.
The biased labelling of the target introduces an inequality between the true state of the world and the data.

As shown earlier at Figure 3.1, the labels influence what mathematical model is produced by the system, which makes predictions. Preferential treatment for one group of individuals over another may artificially elevate or demote them in the data a company collects, which would then be reflected in the decisions made by any AI system trained on that data.

This simulation focuses on a scenario where one cohort is treated differently because of unconscious or conscious bias in customer service centre staff. Unconscious or conscious bias may manifest in a person’s unfair treatment of another person, compared with the rest of the population. Specifically, this hypothetical scenario demonstrates the potential for algorithmic bias where customer service centre staff treat customers from south-east Asian backgrounds less favourably than other customers.

As outlined at Section 4.1, these scenarios do not represent documented business practices in the electricity retail market but serve to illustrate potential pathways for algorithmic bias in decision-making processes.

South-east Asian Australians have been selected for this scenario because of a reported increase in racist treatment throughout the COVID-19 pandemic.

One US study, conducted before the COVID-19 pandemic, showed that Caucasian customers generally received better quality service than black or Asian customers when requesting information from hotels through email communication. That study was based on customer service support via written content (email contact) which included a personal name with strong race and gender associations. In the Australian context and for this scenario, a service centre staff member may associate an accent
or personal name with the individual having a south-east Asian background.

This hypothetical scenario illustrates how label bias could arise and is based on the following assumptions:

1. Any customer, regardless of their racial background, may experience financial hardship, and contact a customer service centre to request a special provision, such as an extension of time in which to pay their bill.

2. South-east Asian Australians are less likely to be granted special provisions, such as an extension of time to pay, as compared with other Australian customers, due to less favourable service and differential treatment based on their south-east Asian accent or name. To be clear, this is an assumption made for the purpose of this hypothetical scenario; this paper does not suggest that in reality electricity service providers disadvantage south-east Asian Australians in this way.

3. As a result of being less likely to receive special provisions when they experience hardship, south-east Asian Australians record higher rates of late payments and fees than other Australians, which is recorded in the data set.

4. Consequently, south-east Asian Australians appear to be less profitable according to customer data, even if in reality they are no more likely to miss bill payments.

5. This label bias is correlated to south-east Asian Australian customers in the data set through proxy variable features which may be used to infer race (such as postcode or richer features available through third-party data brokers such as browser history). This is noted in Figure 4.20 as the ‘SE Asian proxy’.

We consider the impacts of the AI system on south-east Asian Australians.

(b) Results

Figure 4.20 shows the effects that label bias in this scenario would have on the AI system. The AI system has mirrored the differential treatment based on race of the customer service employees by assigning a large negative weight to features that correlated with being Asian. Many features used by AI systems to predict the behaviour of individuals can correlate closely with race or ethnic origin, including postcode, occupation and browser history.52
Because south-east Asian Australian customers appear to accrue more late payments, the system will be less likely to identify as profitable future applicants from this demographic. The selection rate plot in Figure 4.21 illustrates that the biases of the employees result in the AI system selecting fewer south-east Asian Australians despite no “real world” differences (G1 gap) in their profitability compared to the rest of the population.

As the labels used to train and validate the system contain a human bias, detecting the distribution of error can be difficult. The AI system may appear to be equally accurate for both groups, given there is only 1% difference in equal opportunity and precision parity measures (shown in Figure 4.21).
However, as the labels are affected by the prejudicial behaviour of the company’s employees, the AI system has merely reproduced this view.

The selection parity fairness measure, which examines the proportions of different groups selected by the AI system, irrespective of how profitable they are, may give some indication of an underlying label bias issue (G2 gap) if a particular group is significantly over or under represented. However, this measure also includes the effects of different base rates between groups (G1 gap) as discussed in Scenario 1, so it may be difficult to identify the source of the bias.

(c) Mitigation

It may be possible to mitigate the problem of label bias by: reducing the prejudice affecting the label; using an alternative label that is not affected by the prejudice; estimating the prejudicial effect on the label and explicitly correcting for it; or, a combination of these steps.

Figure 4.22 Fairness measures when the label bias has been removed from the AI system.

In this case, label bias might be reduced by directly addressing the root cause of the prejudice. This could involve, for example, working to create cultural change within employees, so that they do not exhibit racial prejudice towards people who appear to be south-east Asian Australians.53

Alternatively, the degree of the prejudicial behaviour could be estimated by investigating the difference between the responses provided to south-east Asian compared with other Australians when they contacted support services. Sometimes it is possible to quantify the average level of label bias against a group, but not the bias associated with any individual label.54 In these cases, the overall performance and equality of the AI system may both be improved by post-processing—that is, by lowering the decision threshold for south-east Asian Australians to compensate for their inflated risk scores.
(d) **Analysis of algorithmic bias and potential unlawful discrimination**

This scenario is an example of algorithmic bias where the predictions are not accurate due to the label bias in the data set towards south-east Asian Australians, demonstrating a source of algorithmic bias due to a G2 gap.

Due to this algorithmic bias and disproportionate disadvantage to south-east Asian Australians, there is a risk of unlawful discrimination. As discussed in relation to Scenario 1 at Section 4.3 (d), the Racial Discrimination Act, and corresponding state and territory laws, prohibit discrimination on the basis of a person’s race, colour, descent, or ethnic or national origin.

There is a particular risk that an AI system affected by label bias could give rise to discrimination under the Racial Discrimination Act if it operates in a way that makes it harder for individuals of a certain racial or ethnic origin, such as Asian Australians, to access market-competitive service contracts or if the AI system imposes on them less favourable terms or conditions.

**4.7 Scenario 4: Contextual features and under-representation**

The predictions of AI systems are influenced by patterns and trends identified in the data across individuals. However, these patterns are not always transferable across groups and different demographics. For example, credit history may be a feature used by an electricity company’s data-driven model to assess a new customer’s ability to make their service payments. A lack of credit history may be associated with a customer who has faced financial problems, but it could also reflect circumstances where a customer is a young adult with no established credit history.

If the data does not capture the context for a customer’s lack of credit history, an AI system may treat young adults the same way as it treats customers with poor credit history, and not offer young adults a market-competitive service contract.

Contextual features alone are not sufficient to cause algorithmic bias. If an AI system is sufficiently flexible, and has access to features that allow it (directly or indirectly) to identify young people, it can detect that a lack of credit history does not have bearing on profitability for young people and predict accordingly. However, if young people are either under-represented in the data (discussed in this Scenario 4), or the type of data collected does not adequately capture the behavioural difference between groups (see Scenario 5), discrepancies with respect to the fairness measures may arise.

(a) **Overview**

Algorithmic bias can arise towards a particular group of individuals with a protected attribute, where members of
that group are not adequately represented in the training data.

For example, an electricity company that has historically sold its products to an older demographic group may decide to expand its operations to target a younger audience. If they deploy an existing AI system that has been trained on their existing older customer data, the predictions of the AI system may systematically produce inaccurate predictions for the younger demographic group. This problem arises not from a real difference in the group’s ability to pay bills, but because the feature values that correlate with a profitable older customer may not match with the feature values that correlate with a profitable younger customer. There is insufficient representation of younger individuals in the data for the AI system to learn the different behaviour between cohorts and consequently, the smaller group are subjected to a disproportionate erroneous decision.

AI systems typically use training data to achieve a simple and general model. A general model that explains the majority of the data typically improves accuracy for predictions on new data. However, often this tendency to simplify comes at the expense of under-represented groups whom the AI system may ignore in its attempt to produce a model that performs well overall.
(b) Results

In this scenario, people under the age of 25 are significantly under-represented in the data set used to train the AI system, making up less than 1% of the 10,000 data points in the training set. As such, we would expect any correlations or patterns learnt by the AI system to produce less accurate predictions for the younger cohort.

Despite recording an accuracy of 94% on the training data, the accuracy drops considerably to 87% when used to decide which of the younger applicants to accept. The fairness metrics in Figure 4.23 also show that, despite a higher rate of under 25 year olds being accepted by the AI system, suitable young people are being accepted 9% less often. This is an indication of the AI system’s decreased accuracy in predicting outcomes for this under-represented cohort.

Figure 4.23 Fairness metrics for a scenario in which the cohort of under 25 year olds is significantly under-represented in the training data.

(c) Mitigation

Gathering additional data from the under-represented cohort could help address this algorithmic bias. This would provide the AI system with more information about the behavioural patterns of the under-represented cohort while also increasing the penalty the system incurs if it ignores them. Acquiring an additional 900 data points (increasing the size of the under 25 year olds cohort to 10% of the total data set) improves the accuracy of the system on this group from 87% to 90%.

Good practice when designing an AI system is to first establish a baseline score for the method being used. Any decision to deploy the AI system should take into consideration how it compares to the baseline accuracy score. For example, if the AI system is less accurate than the current method, then its deployment needs to be justified against the benefits arising
from cost saving and its scalability for larger populations.

Additionally, the incentives of the AI system could be adjusted so it values all protected groups equally, regardless of the size of its representation in the data set. (The default configuration of typical machine learning algorithms, places equal weight on every individual or instance of data with the result that good performance on small groups is not required to obtain good performance overall.) A drawback to this approach is that by placing a large weight on a small number of points, the influence of any statistical outliers in that group are amplified – potentially creating unpredictable behaviour in the AI system.

(d) **Analysis of algorithmic bias and potential unlawful discrimination**

This scenario is an example of algorithmic bias where the predictions are inaccurate due to the under-representation of data in relation to the under 25 year olds cohort. This scenario demonstrates the algorithmic bias that may arise where an inaccuracy does not necessarily create a selection rate disadvantage. In fact, in this scenario young people are selected 23% more often than the older cohort. However, suitable under 25 year olds (those who would be profitable if selected) are 9% less likely to be picked than a suitable applicant who is over 25.

Therefore, it is important to identify the potential risks of having inaccurate AI systems making decisions, particularly considering the potential disadvantage to groups who are likely to be under-represented in the data.

This scenario also raises a risk that such decisions could contravene the *Age Discrimination Act 2004* (Cth) (*Age Discrimination Act*), or corresponding state or territory law. Under the *Age Discrimination Act*, it is unlawful to:

- treat a person less favourably because of their age or a characteristic that generally appertains to their age
- impose a requirement on a person, which is not reasonable, and which has the effect of disadvantaging some people on the basis of their age
- discriminate on the basis of age in refusing to provide a person with goods or services, or in providing goods or services on less favourable terms or otherwise unfairly.

A detailed legal analysis would be necessary before any conclusions could be drawn about the AI system.

### 4.8 Scenario 5: Contextual features and inflexible models

(a) **Overview**

Issues may also arise in the presence of contextual features if the data contains insufficient information to capture the
differing behaviour of the various demographics (a G2 gap). Assuming a homogeneity in behaviour across groups can often result in a reduction in prediction accuracy—especially for under-represented groups—due to this averaging effect. We illustrate this by examining the same situation as Scenario 4, but limiting the available features being fed to the AI system by removing the protected attribute of age and all proxy features for age from the AI system. This prevents the AI system from attributing different behaviours in the data to the demographic groups to which they belong, regardless of the number of data points.

(b) Results

Figure 4.24 shows the fairness metrics when both groups have a more than sufficient amount of data points in the training set but the AI system is unable to tailor its predictions to each group’s behaviour, due to a lack of information to otherwise be able to predict which group an individual may belong to.

Despite the prevalence of suitable customers being approximately similar for both groups, we see that the system gives preferential treatment to the over 25 year old group. This is likely due to the fact that, in this scenario, this group’s suitability is closely linked to their income, whereas the suitability of under 25s depends more on unobserved factors. Unfairness is also apparent in the opportunity and precision metrics.

The equal opportunity measure shows that a disproportionate number of young people are erroneously not selected by the system. Meanwhile, the precision parity measure shows the AI system is accepting a disproportionate number of over 25 year olds who are not profitable, which may possibly result in the need for cross-subsidisation from the under 25 year old group.

Figure 4.24 Fairness metrics where under-representation means the differing behaviour of separate demographics is not captured.
(c) Mitigation

Adding the sensitive attribute back into the AI system enables it to adjust each prediction depending on the group. Overall accuracy is increased from 88% to 90% and the fairness metrics are closer to parity (Figure 4.25). In some cases, where the groups’ relationships between the features and the outcomes are sufficiently different, the AI system will perform better if a completely separate model is trained for each group.56

![Figure 4.25](image)

**Figure 4.25** Fairness measures where a unique model is trained for each group to capture differing behaviour.

In this case, unlike the mitigation in Scenario 2, removing the protected attribute creates, rather than reduces, algorithmic bias. This highlights the fact that removing a protected attribute (‘fairness through unawareness’) is rarely an effective approach to achieve the desired intent of reducing unfairness.

(d) Analysis of algorithmic bias and potential unlawful discrimination

This scenario is a similar example of algorithmic bias where the predictions are inaccurate due to the under-representation of data in relation to the cohort of under 25 year olds. This scenario demonstrates algorithmic bias arising from a G3 gap.

It is important to consider the potential implications of this type of algorithmic bias in an AI system in relation to the Age Discrimination Act (see discussion in Section 1.1 (d)). Algorithmic bias resulting from inaccurate predictions presents a risk of unlawful discrimination.

Additionally, it may be necessary to alter the design of an AI system to produce equal outcomes for under-represented groups. Designing different models for different individuals may increase accuracy and therefore improve fairness measures, particularly where the features have different implications for different
groups. However, if separate models are designed to predict the same outcomes for different individuals, there is likely to be a disparity between the outcome for an individual depending on which model is used.

The intention of this mitigation strategy is to take positive steps to create equal outcomes between two groups.

As discussed in Section 3.2, special measures may be taken to achieve substantive equality by redressing the inequalities between certain groups or individuals. In particular, the Age Discrimination Act provides an exemption to unlawful discrimination for measures intended to reduce a disadvantage experienced by people of a particular age.\(^{57}\) Creating an AI system designed for individuals in an under-represented group, distinguished by a protected attribute, may fall within this exemption.
5 Charting a way forward

5.1 Risks of harm in predictive decision making

It is natural and legitimate that companies want to understand their current customers and prospective customers. This can enable companies to tailor product and service offerings appropriately, which ultimately can improve their profitability. How companies seek to develop this understanding is important. There are risks in developing an erroneous understanding of particular individuals—especially where errors unfairly disadvantage people by reference to their sex, race, age or other such characteristics.

This is the background against which this paper has considered risks associated with the use of AI systems and large data sets to draw insights and make predictions about individuals. While the paper has focused on a particular type of decision making as a case study, the risks identified here apply to almost any commercial context in which predictive modelling is used to assist in decision making, such as financial and insurance services, telecommunications and human resources.

The simulation results in this paper demonstrate that unfair outcomes arising from algorithmic bias may engage the right to equality and non-discrimination for an individual or
Depending on the particularities of the situation, this could result in unlawful discrimination under Australian law.

When AI systems produce unfair results, this may sometimes meet the technical legal definition of unlawful discrimination. Regardless of the strict legal position, there is always a strong imperative to identify and address algorithmic bias, especially where unfairness disproportionately affects people who already experience disadvantage. Scenario 1 is a clear example of a disproportionate impact on one population group, where Aboriginal and Torres Strait Islander peoples are less likely to be offered a competitive service contract due to existing societal inequalities reflected in the AI system.

Risks of harm must be considered in the context in which they arise—the consequences of unfair outcomes are more serious when considering equal access to an essential service. Although the electricity retail market is an example for this simulation, it is a useful context to consider how disparate impacts on groups and individuals have everyday consequences. Access to affordable, reliable and sustainable energy is a basic need for everyone in Australia. Consumers will be economically disadvantaged when they are excluded from competitive or cheaper service contracts. As noted previously, these consequences are likely to further entrench existing inequalities. These practices may also result in a redistribution of costs and benefits that reduce overall consumer welfare and social equality.

Service providers across many industries have access to vast amounts of data from data brokers, from which they can make predictions about individuals and population groups. This type of profiling, enabled by increased data collection and analysis, can lead to differential treatment of consumer groups (segmentation practices), such as opaque consumer targeting and price discrimination.

The Australian Competition and Consumer Commission (ACCC) describes these types of harm to consumers as ‘risks from increased consumer profiling’ and ‘discrimination and exclusion’. Segmentation of consumer groups for targeted advertising and offers may protect certain groups, such as children, from inappropriate content. However, these practices can also cause disadvantage, especially where they exclude population groups, based on protected attributes and other characteristics. Such exclusion, especially where it results in unlawful discrimination, can cause practical harm to affected individuals, reduce consumer trust and engagement, limit consumer choice and control, and lessen market competition. People have little or no choice about whether they are subject to these practices. These factors make it difficult or
impossible for consumers to take action to protect themselves.

The simulation highlights the urgent need for businesses to detect and address risks of harm to individuals and groups in the community, and the importance of a regulatory framework that protects the community from these harms.

5.2 Protecting the right to equality and non-discrimination

(a) Responsible business use of AI and data

As observed at Section 3.2, it is unlawful to discriminate on the basis of protected attributes and businesses should be proactive in identifying the human rights risks or impacts of their practices. Addressing the problem of algorithmic bias in AI systems reduces the legal and reputational risk of making unfair and inaccurate decisions, some of which could involve unlawful discrimination.

Businesses are seeking guidance on how to integrate human rights protections into their operations, particularly in the context of AI and data. We set out key questions that assist designers to identify ‘red flags’ when considering algorithmic bias and mitigation strategies. They are based on the simulation scenarios, and not intended to be an exhaustive list of considerations.
**Responsible business use of AI and data**

### Acquiring and processing data
- How was the training data acquired?  
  Section 3.5, Section 4.3(a)
- Is there any identifiable, or risk of, label bias in the training data?  
  Section 4.6
- What are the protected attributes that are contained in a data set, such as race or ethnic background, gender, age and disability?  
  What protected attributes may be inferred through proxy variables?  
  Section 3.1, Section 3.2
- Is the data set information-rich to include data points that may act as a proxy variable?  
  What is the likely accuracy of this information acting as a proxy variable?  
  Section 3.5(b), Section 4.5(c)
- Is a simple model appropriate?  
  Will increasing the complexity of the model assist in identifying and accounting for differences between groups in AI system predictions?  
  Section 4.3(c)
- What is the AI system designed to predict?  Given the target is generally a non-numerical value (such as ‘profitability’), what proxy variables are being used to determine the target?  
  Section 4.3(e)

### Designing AI systems
- What fairness measures are used in testing and monitoring?  Is fairness assessed through various measures?  
  Section 4.2
- Will the effect of the AI system outputs result in an individual or group being considered less favourably because of a protected attribute or a proxy for a protected attribute?

### Testing and monitoring AI systems
- Is the number of data points sufficient to minimise error?  
  Section 4.3(a), Section 4.7
- Is preprocessing of the training data required?  
  Is there any reason to ‘mask’ protected attributes in preprocessing (considering that the use of a protected attribute may ameliorate risk of algorithmic bias and unlawful discrimination)?  
  Section 4.3(b)
- Are there groups within the data set that may be underrepresented in the data and require special considerations?  
  Section 4.7
- Does the data reflect, or is likely to reflect, historical social inequalities?  
  Section 4.5
- What type of AI system is appropriate for the intended outcome?  
  Section 4.2
- How will the prediction from this model be used to inform the decision-making process?  
  Will there be human oversight?  If so, what explanations will be provided?
- What potential unfairness is revealed by the various fairness measures?  Are these results expected or do they demonstrate an unreasonable disparity?  
  Section 4.2

### Identifying risk of unlawful discrimination
- Will the effect of the AI system outputs result in an unreasonable requirement imposed, or likely to be imposed, on an individual or group because of a protected attribute or a proxy for a protected attribute?

### Next steps
- Can any substantive measures be taken to mitigate unfair outcomes for individuals?  
  Section 4.4
- Can any mitigation strategies be used to remedy algorithmic bias?  
  Section 4.3(d), Section 4.8(d)
- Conduct more detailed review in specific context, with reference to the relevant federal, state or territory legislation.
- Seek input from technical and legal expertise, including from external stakeholders.
Complying with existing laws

Using AI in the sorts of consumer context explored in this paper must be fair and lawful. Our laws are intended to protect people from these kinds of harms and can be used to hold businesses accountable for their practices. As previously observed, our existing laws, which include anti-discrimination laws and Australian Consumer Law, protect the Australian public in a number of ways.

Businesses that use these tools to assist in their decision-making processes must be accountable for their design and deployment. There is a growing focus on improving accountability in the use of AI.

Addressing algorithmic bias in AI systems will improve outcomes for all Australians. Anyone designing or using these AI systems should be alert to erroneous or unjustified differential treatment between groups and take steps to mitigate algorithmic bias.

Several steps are required to challenge the lawfulness of a decision under anti-discrimination legislation—the recipient of a decision would need to understand the basis of the decision, and be able to prove the legal elements of unlawful discrimination in their particular case. As noted at Section 5.1, people are often unaware or have no choice about how decisions are made, which affect them. This, in turn, can make it more difficult to challenge unlawful or otherwise unfair decisions.

Broader reform to promote accountability in the development and use of AI

While this paper focuses on some important issues associated with algorithmic bias, all of the partners in this project are also working on broader questions related to the development and use of AI. In particular, the accountability of AI systems in decision making raises challenging questions of policy and law, which are considered more fully in the Australian Human Rights Commission’s major project on Human Rights and Technology.

In addition, the Consumer Policy Research Centre (CPRC) promotes a coordinated approach for AI system regulation in the digital economy, which clearly outlines the consumer outcomes companies should seek to uphold in the design and deployment of AI tools. This would help inform businesses of risks of harm and promote innovation consumers can trust, while also providing strong protections for consumers across the economy.
CPRC considers the consumer outcomes, which would promote responsible business use of AI and data, include:

<table>
<thead>
<tr>
<th><strong>Accessibility</strong></th>
<th>Markets are inclusive, and all consumers have the right to access this technology and its application on an equal basis with others.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accountability</strong></td>
<td>Consumers have a clear route for seeking explanations and accessing appropriate redress from a responsible party if things go wrong.</td>
</tr>
<tr>
<td><strong>Agency</strong></td>
<td>Consumers are empowered to exercise autonomy and freedom of choice in their interactions with technologies such as AI systems and the use of their personal data.</td>
</tr>
<tr>
<td><strong>Transparency</strong></td>
<td>People are made aware when they are the subject of a decision-making process that uses an AI system.</td>
</tr>
<tr>
<td><strong>Understandability and explainability</strong></td>
<td>Individuals subject to these decisions are entitled to a meaningful, comprehensible explanation of the AI system and its decision-making process.</td>
</tr>
<tr>
<td><strong>Sustainability</strong></td>
<td>Long-term implications of technology on consumers are considered and addressed throughout design and implementation.</td>
</tr>
</tbody>
</table>

The Australian Government is already considering gaps and potential reform in protections frameworks regarding consumers’ privacy rights, transactional bargaining power, and consumer choice and control over their data. It is also progressing Consumer Data Right reforms, which intend to increase competition in markets—including electricity—through greater data access and portability. Economy wide principles that promote positive consumer outcomes from AI systems may work alongside these other reforms to improve competition, data privacy and fairness. Together, these would help minimise consumer harms such as discrimination and exclusion and associated negative effects on consumer trust, choice, and control.
Appendices
Appendix 1: Glossary

**AI system** means a machine learning system that makes decisions or predictions for a specific narrow task that would be considered intelligent behaviour if performed by a human (such as deciding whether to offer a customer a product based on their application form). AI systems are often based on a statistical model which they learn from historical data.

**Artificial intelligence (AI)** is a broad term lacking a definitive definition. An analysis of the literature is beyond the scope of this paper. This paper refers to AI as a machine learning system, defined as an **AI system**.

**Base rates** means the distribution of feature and target values will differ between groups. For a binary classification we may refer to the fraction of a group who have a positive target label as the group’s base rate. For example, we might say that 60% of male applicants are suitable for a job interview.

**Binary classification** means a modelling problem where the target is the answer to a yes or no question such as “is the individual going to be profitable?”

**Cohort** means a number of individuals whose data are assessed by the AI system.

**Decision (or prediction)** means the result of the AI system for each individual. In some AI systems, the result may including taking action for each individual (i.e. automatically accepting or rejecting an application), while others may predict a factor or score (i.e. likelihood of repayment) which may be converted into a decision by additional logic (such as applying an acceptance threshold based on risk appetite). In this simulation, the result is a prediction of whether or not an individual is profitable.

**Equality** is predicated on the idea that all human beings are born free and equal. It means that all persons are equal before the law and are entitled without any discrimination to the equal protection of the law.

**Fairness measures** means the mathematical expressions to quantify the fairness of an AI system applied to a particular cohort. There are many reasonable definitions of fairness that relate to equality or equity (such as equal opportunity or selection parity), yet they are often in conflict.

**Feature** means a known attribute regarded as characteristic of a person or instance, such as their age, income, or postcode. The data set may contain many features.

**Formal equality** is concerned with equality of treatment and expects all people to be treated the same way regardless of their differences.
**Group** means a sub-cohort in which all individuals share a common (protected) attribute, such as *male customers*.

**Label** means the value of the target variable in the training data set for a particular person.

**Machine learning algorithms** are algorithms that take sample data (known as training data) and a mathematical description of a goal, to produce predictions, decisions or actions as outputs that aim to drive the goal as informed by the training data.

**Model** means a mathematical representation of a relationship between features and the target.

**Outcomes** means the effect of the AI system, and is generally discussed in relation to the potential harms and benefits.

**Protected attribute** means an attribute of a person (including age, disability, race, sex), the basis of which is unlawful to discriminate in certain areas of public life, protected under federal and state anti-discrimination legislation.

**Proxy** for a variable (proxy variable) means a feature that is distinct from the variable in question but potentially contains some information about it. For instance, postcode may be a proxy for socio-economic status because certain neighbourhoods are wealthier than others.

**Selected individuals**, in these scenarios, are people that the AI system predicts will be profitable and are thus chosen to receive a market-competitive service contract.

**Suitable for selection**, in these scenarios, is a quality of someone who, if chosen by the AI system to receive a market-competitive contract, would become a profitable customer. The selection of suitable individuals is therefore deemed correct, or accurate.

**Simulated data** means fictitious data generated by a simulation using a set of assumptions about the world.

**Simulation** means an investigative tool to generate synthetic data using a model based on a set of assumptions about the world.

**Substantive equality** is concerned with equality of opportunity and outcomes. It recognises that formal equality does not address underlying, historical and structural inequalities that limit a person’s opportunity to participate equally in society. Substantive equality goes beyond equal treatment, and attempts to redress underlying, historical and structural inequalities, which can require the use of affirmative action or ‘special measures’.

**Target (or target variable)** means the feature that the system is attempting to predict. In this simulation, the target variable is whether or not an individual is profitable.
Training data means data characterising a historical cohort, containing both feature and target variables, used to inform model selection.

Unmeasured features mean a collection of unmeasured features generated using random noise. In this simulation, these include features that may affect profitability not captured by other listed features, such as whether or not the individual tends to pay their bills on time or use power in predominantly off-peak or on-peak times.
Appendix 2: Technical details

This appendix describes the mechanisms used to generate the data in each of the simulated scenarios discussed above.

The code used to generate the data, predictions and results in this report can be found here:

https://github.com/gradientinstitute/sim_algo_bias

These simulation results, tools and methodology are experimental, not to be used as an automated decision-making tool, and are not endorsed by the other partners to this paper.

7.1 Scenario 1

The data sets used in Scenario 1 were generated using the causal relationships illustrated in Figure 7.1.

Figure 7.1 Causal graph of the data generation process for Scenario 1.

Our explanation and assumptions are:

- The protected attribute for Scenario 1 is race.
- An individual's profitability is causally dependent on:
  - income
  - a collection of unmeasured factors or features generated using random noise, including features that may affect profitability not captured by other listed features, such as whether or not the individual tends to pay their bills on time or use power in predominantly off-peak or on-peak times (unmeasured features).
• There is a causal relationship between an Aboriginal or Torres Strait Islander person’s race and income.

• There is not a causal relationship between an Aboriginal or Torres Strait Islander person’s race and the unmeasured features.

7.2 Scenario 2

The data sets used in Scenario 2 were generated using the causal relationship illustrated in Figure 7.2.

Figure 7.2 Causal graph of the data generation process for Scenario 2.

Our explanation and assumptions are:

• The protected attribute in Scenario 2 is sex.
• The sex of each person in the data set is randomly assigned with an equal probability of being male or female.
• An individual’s profitability is causally dependent on:
  – salary
  – income, based on potential to take extended leave (on average, females have a higher probability of taking an extended leave from the workplace)
  – unmeasured features.
• There is a causal relationship between an individual’s sex and:
  – income, based on potential to take extended leave (on average, females have a higher probability of taking an extended leave from the workplace)
  – potential to take extended leave
  – browser data.

• There is not a causal relationship between an individual’s sex and:
  – salary
  – unmeasured features.

• The AI system can observe income, browser history, sex (unless specified in the scenario text) and whether the customer is profitable.

• The AI system cannot observe whether an individual will take extended leave from the workplace.

### 7.3 Scenario 3

The data set used in Scenario 3 was generated using the causal relationship illustrated in Figure 7.3.

**Figure 7.3 Causal graph data generation process for Scenario 3.**
Our explanation and assumptions are:

- The protected attribute in Scenario 3 is race.

- An individual's profitability is causally dependent on:
  - race (related to the label bias introduced by discriminatory behaviour of customer support staff towards Asian Australians which does not reflect the true thing being predicted)
  - unmeasured features.

- There is not a causal relationship between an individual's race and income.

### 7.4 Scenario 4 and Scenario 5

The data set used in Scenario 4 and 5 were generated using the causal relationship illustrated in Figure 7.4.

**Figure 7.4 Causal graph of data generation process for Scenario 4 and Scenario 5.**

Our explanation and assumptions are:

- The protected attribute in Scenario 4 and Scenario 5 is age.

- An individual's profitability is causally dependent on:
  - age (identifying different behaviours from different age groups)
  - income
  - unmeasured features.

- There is a causal relationship between an individual's age and income.
8 Appendix 3: Group Accuracies

Table 8.1 provides the accuracy of the AI system's predictions for each group before and after mitigation. Table 8.2 indicates which groups are referred to as the advantaged (Adv) and disadvantaged (Dis) in Table 8.1.

Table 8.1 Accuracies for each group before and after mitigation

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Pre-Mitigation (Adv/Dis)</th>
<th>Post-Mitigation (Adv/Dis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>0.91 / 0.87</td>
<td>0.91 / 0.79</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>0.93 / 0.88</td>
<td>0.93 / 0.93</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>0.94 / 0.93</td>
<td>0.94 / 0.94</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>0.94 / 0.87</td>
<td>0.95 / 0.90</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>0.85 / 0.91</td>
<td>0.86 / 0.94</td>
</tr>
</tbody>
</table>

Table 8.2 The advantaged and disadvantaged groups in each scenario

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Advantaged Group</th>
<th>Disadvantaged Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Non-Aboriginal and Torres Strait Islander peoples</td>
<td>Aboriginal and Torres Strait Islander peoples</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Males</td>
<td>Females</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Non-south-east Asian Australians</td>
<td>South-east Asian Australians</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Over 25 year olds</td>
<td>Under 25 year olds</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>Over 25 year olds</td>
<td>Under 25 year olds</td>
</tr>
</tbody>
</table>
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